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Short natural draft dry cooling towers (NDDCTs) are susceptible to cold air inflow. A transient simulation
on Gatton tower is carried out to study the time-dependent cold air inflow characteristic. Our results
show that, the cold air inflow penetrates inside the tower after a short period of pseudo-steady state,
and a steady state with the cold air inflow is finally formed. We also investigate the possibility of inducing
swirling motions to counter the cold inflow. The results demonstrate that, by reducing the local vortices
caused by the specific tower structure, and thinning the boundary layer thickness, swirl is able to
decrease the cold air inflow effect. Finally, feasibility of the suggested approach was verified by compar-
ing the energy required to create the swirl with the extra heat transfer from the heat exchangers in the
tower which would have not been materialized because of the cold inflow. It was observed that, an extra
40 kW heat transfer gain can be anticipated if only 1 W is spent to induce the swirl.

� 2019 Elsevier Ltd. All rights reserved.
1. Introduction

Australia has 1:2-GW of off-grid diesel generation, in the
sub-10 MWe range, serving mining sites and remote communities
[1]. This unique topology encourages research and development
of small scale power generation systems. Replacing such small
power plants, compared to the existing coal-fired plants which
generate multiples of 100 MWe, with renewable counterparts is
a current research and development challenge. This is mainly
because all the components, including the cooling towers, have
to scale down. Under this circumstance, a 20-m-height NDDCT
has been designed and built in the Gatton campus at the Univer-
sity of Queensland. Our experimental measurements have illus-
trated certain differences between short natural draft cooling
towers [2] and the tall (over 100 m) counterparts [3], including
the influence of crosswind [4,5], and the cold air inflow under
windless conditions [6,7]. For cooling towers with the airflow rel-
atively slow, the flow will separate from the tower wall before
the plume leaves the tower; hence the penetration of the cold
ambient air into the tower. This phenomenon has been observed
in our full-scale tower experiments conducted under windless
conditions, and led to a non-negligible deteriorating effect on
the performance of the cooling tower [6].
Cold inflow not only occurs in cooling towers, but in all of the
buoyant flows in open-topped vessels once the updraft velocity
is weak. The penetration depth of the cold inflow was first exper-
imentally determined by Jörg and Scorer [8]. Those authors con-
ducted tests on downward jets of saline water into a fresh water
tank to observe that, the cold inflow penetration depends on the
Reynolds number, the Froude number, duct height-to-diameter
ratio, upstream velocity profile, wall roughness and heat transfer
through the duct wall. Specifically, the empirical formula proposed
by them of the cold inflow penetration depth for cases with turbu-
lent boundary layers on a smooth wall can be expressed as:
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which indicates that the dimensionless cold air inflow penetration
depth is inversely proportional to the aspect ratio, Froude number
and Reynolds number, and a critical axial velocity, at which cold
air inflow just occurs, can be found by putting Hp ¼ 0. However,
as those authors mentioned, a reduction on the boundary layer
thickness results in a decrease on the critical axial velocity.
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Nomenclature

Acronyms
Ar aspect ratio
cp specific heat capacity, J= kg � Kð Þ
D diameter, m
Fr Froude number
Fs Safety factor
g acceleration of gravity, m=s2

H height, m
k turbulence kinetic energy, m2=s2

m mass flow rate, kg/s
N Order of accuracy
P pressure, Pa
Pr Prandtl number
Q heat transfer rate, kW
r radius, m
Rc Convergence ratio
Re Reynolds number
Rf Refinement factor
Ro Rossby number
t time, s
T temperature, K
u velocity, m/s
V volume, m3

W width, m
z elevation, m

Greek letters
a thermal diffusivity, m2=s
b thermal expansion coefficient, 1=K
� dissipation rate, m2=s3

m kinematic viscosity, m2=s
x vorticity, 1=s
U dimensionless source intensity
/ source term, N=m3

q density, kg=m3

Subscripts
0 ambient
bl bottom layer
e effective
hx heat exchanger
ml middle layer
p penetration
r; h; z radial, tangential, axial direction
t turbulent
tl top layer
to tower outlet
tw tower
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Modi and Moore [9] theoretically examined the cold inflow
penetration depth on a laminar boundary layer of a buoyant flow
in a vertical channel. Based on their assumptions and limits on
the Reynolds number and the Froude number, the dimensionless
penetration depth was found to vary as Fr16=9=Re1=9. The lab-scale
experiments indicated that the cold inflow is time-dependent,
and it arises from the boundary layer separation in the near-exit
region [10]. The numerical results demonstrated that, at low Rey-
nolds number, the penetration depth of the cold inflow varies as
a function of the Rayleigh number consistent with the previous
experimental observation by Sparrow et al. [11]. A laminar flow
was also modelled in a solar chimney, examining that the cold
inflow penetration depth mainly depends on the Rayleigh number
in the limit of low Reynolds numbers [12]. The cold inflow impact
on the performance of a chimney was also reported by Fisher and
Torrance [13]. In their study, the heat transfer was decreased by
the cold inflow by approximately 4%. This might be explained by
the low Rayleigh number in natural convection pertinent to their
small-scale experiment. Chu and Rahman [14] studied the cold
inflow impact in an NDDCT with a low Froude number. The lab-
scale experiments results indicated that the cold inflow decreases
the mass flow rate through the tower by at least 45%. This is sig-
nificant as the heat transfer from a tower is linearly proportional
to the mass flow rate. Hence, it makes perfect engineering sense
to minimize the cold inflow.

One approach addressing the cold air inflow effect is to narrow
the tower exit diameter and thus increase the dynamic pressure
[15]. Alternatively, the flow field can be modified by inserting
objects along the flow channel. Chu et al. [16,17] proposed a
method by installing a wire mesh screen on the top of the cooling
tower to reduce the cold inflow. The lab-scale experiments showed
that cold inflow was significantly prevented using wire mesh with
an appropriate size, which balances the draft loss caused by the
extra resistance and the cold inflow prevention by the boundary
layer thickness reduction.

Since the cold air inflow phenomenon always accompanies with
boundary layer separations, controlling flow separations should be
investigated as means to reduce the cold inflow effect. It was both
experimentally and numerically proven that flow separations in
conical diffusers with certain angles can be reduced by introducing
swirling motions at the inlet of diffusers as the resultant centrifu-
gal force thins the boundary layer to the wall [18,19]. However,
with strong swirl intensities, a reversed flow at the centreline will
be inevitable, leading to a recirculation zone at the outlet of the dif-
fuser [20]. As a result of the presence of the reversed flow, the mass
flow rate through the diffuser will be decreased. Hence, it is neces-
sary to prevent the occurrence of the reversed flow caused by
intensive swirl for the performance of the device. Clausen et al.
[21] measured a swirl boundary layer developing in a conical dif-
fuser. Those authors found a range of swirl intensity which is of
sufficient magnitude to avert boundary layer separation but insuf-
ficient to cause reversed flow in the core region. Senoo et al. [22]
experimentally found suitable swirl intensities that not only elim-
inate boundary layer separations but avoid the recirculation at the
centreline. Armfield et al. [23,24] employed k-� and an algebraic
Reynolds stress turbulence models to predict moderate swirl inter-
acting with boundary layer separations. Their results showed that
the modified k-� model and algebraic Reynolds stress turbulence
model give better predictions than the standard k-� model. They
also indicated the two-layer model, rather than sing-layer model
or wall functions, is found to be necessary to accurately predict
the level, location, and the axial variation of the near-wall peak
in turbulence quantities for swirling flows. Kurkin and Shakhov
[25] further compared the algebraic and modified k-� turbulence
model on a swirling diffuser, at which the rotational motion is cre-
ated by rotating the wall. Their verification show that the modified
k-� turbulence model is slightly better than the algebraic one. In
addition to numerical and experimental studies on turbulent swir-
ling flows interacting with boundary layer separations, theoretical
methods were however found to be inappropriate due to the lim-
itation on inviscid assumptions [26].

Swirl is also able to reduce the boundary layer thickness, as the-
oretically demonstrated by Najafi et al. [27], and thinning bound-
ary layer thickness also has a favourable effect on reducing the



Y. Dai et al. / International Journal of Heat and Mass Transfer 145 (2019) 118738 3
cold air inflow as indicated in [12,16]. Maddahian et al. [28] com-
pared two typical swirl, namely, the forced vortex and free vortex
swirl, by conducting an analytical solution. Their results indicated
that, the decrease in boundary layer thickness highly depends on
the local swirl intensity in the edge of the boundary layer, and thus
the forced vortex swirl provides more decreases in the boundary
layer thickness. A large swirl intensity, not large enough to create
the reversed flow at the centreline, also stimulates more updraft
motions by changing the vorticity field as demonstrated by Kli-
menko [29]. Thus, it is worthy introducing swirl inside the tower
and investigating how it interacts with the cold air inflow.

Swirl has been applied in a natural draft wet cooling tower
(NDDWT) to increase the homogeneity of the flow and to reduce
the crosswind throttling effect [30,31]. Our previous study has also
introduced swirl in an NDDCT to enhance the mass flow rate and
thus improve the performance of the tower [32]. However, no ref-
erence has been provided illustrating how swirl interacts with the
cold inflow in short cooling towers. Hence, this paper will fill this
gap in the literature.

2. Physical model

2.1. Facility description and physical domain

The computational object is a 20 m height NDDCT in hyperbolic
shape as shown in Fig. 1. The detailed parameters can be found in
[6].

2.2. Governing equations

The incompressible flow is assumed since the airflow speed
inside and outside the tower is far lower than 0:3 Mach number.
The Boussinesq’s approximation is introduced in the vertical com-
ponent of the momentum equations to reflect the buoyancy effect
caused by the density difference. In this study, all the cases are
investigated on the no wind condition. In addition, the computa-
tional domain, tower structure, heat exchanger, solid ring, as well
as source zone are all geometrically axisymmetric. Hence, the
axisymmetric assumption is made and the model is simulated by
solving a series of conservation equations of physical quantities as:

Incompressible continuity equation:
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Fig. 1. Physical model and domain of the NDDCT.
Tangential component of momentum conservation:
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Axial component of momentum conservation:

@uz

@t
þ 1

r
@

@r
ruruzð Þ þ @

@z
uzuzð Þ ¼ gb T � T0ð Þ þ 1

r
@

@r
rme

@ur

@z
þ @uz

@r

� �� �

þ @

@z
2me

@uz

@z

� �
ð6Þ

Energy conservation:
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where

me ¼ mþ mt ð8Þ
The k-� realizable turbulence model is employed in this work

since it has been proved to perform better predictions than the
standard one for flows involving swirl, boundary layers under
strong adverse pressure gradients, separations, and recirculation,
as indicated in [33]. The realizable version relates the turbulent
kinematic viscosity to the turbulent kinetic energy k and the dissi-
pation rate � via:

mt ¼ Cl
k2
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and determines the distribution of k and � from the following trans-
port equations.
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where C1� ¼ 1:44; C2 ¼ 1:68;rk ¼ 1:0;r� ¼ 1:2. More details about
the model could be referred in FLUENT Guide [34].

The swirl is introduced by adding source term /h as an external
force at the tangential component of the momentum equations.
The conventional swirl ratio, like Rossby number or Swirl number,
is not adopted in this work because neither the axial nor the swirl
velocity profile can be known in advance. Instead, we employed
another dimensionless number with input parameters to represent
the swirl intensity as:

Uh ¼ /h
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As the flow is developing inside the tower, the tangential veloc-
ity is also influenced by the initial condition, mixing losses, as well
as the swirl decay along the tower wall [35].
3. Numerical model

Fig. 2 is presented to show the computational domain which is
extended well beyond and above the actual tower. A 2-D axisym-
metric numerical method is applied here similar to [36,37]. As
illustrated by Fig. 2(a), a solid ring is applied around the heat
exchanger to simulate a solid obstruction in the same location of
the real tower. Industrial heat exchanger bundles rectangular in
shape (so is the projected area for a V-frame or A-frame bundle)
while the tower base is circular. For a horizontal arrangement of
the bundles, parts of the tower circular cross-sectional area remain
uncovered. It is therefore a common practice to use solid obstruc-
tions to cover this section in order to avoid mixing of the heated air
above the cooling tower with the cold air upstream. The width of
the solid ring is determined by the effective frontal area of the real
tower [6]. The swirl is then generated by adding tangential
momentum in a source zone right above the solid ring with height
H/, while its width W/ remains the same as the solid ring. Hence,
the aspect ratio of the source zone is introduced as:

Ar/ ¼ H/

W/
ð15Þ

The computational domain, corresponding to the optimal geom-
etry as well as size indicated in our previous study [6], is illustrated
in Fig. 2(b). We are studying the case at the no wind condition. As a
Fig. 2. Schematic of the NDDCT: (a) numer
result, the pressure inlet, instead of velocity inlet, is chosen to be
the inlet boundary condition, since only the pressure is known as
the atmospheric pressure far away from the cooling tower. In addi-
tion, it is reasonable to estimate a very low turbulence level due to
the free stream at the inlet flow and thus the turbulence intensity as
well as the turbulence viscosity ratio are prescribed to be 1% and 1,
respectively, referring to ANSYS FLUENT Guide [34]. The porous
media zone method is adopted to model the heat exchangers based
on the pressure loss coefficient, and associated with the radiator
boundary condition on its upper surface [38].

ANSYS FLUENT 18.0 is employed to simulate the transient fluid
flow process. It has been indicated that the standard k-� model is
capable and suitable of achieving the requirement of numerical
studies on NDDCTs [39,40]. However, neither cold air inflows nor
swirling motions were investigated in their work. Thus, a modified
turbulence model is required to capture those additional charac-
teristics in this study. In comparison with the standard k-� model,
the k-� realizable model provides improved prediction for flows
involving swirl, boundary layers under strong adverse pressure
gradients, separations, and recirculation, as indicated in [33]. In
addition to the the k-� realizable model, the RNG k-�model as well
as Reynolds stress model have also been proved to perform better
in swirling flows than the standard k-� model. It should be noted
our previous experiment data on the cooling tower do not contain
any swirling motions. Hence, only numerical predictions on the
cold inflow phenomenon based on the k-� realizable model, RNG
k-� model, and Reynolds stress model are compared. The temper-
ature contour associated with vectors are collected at steady
state with the input parameters, including the heat rejection rate
and ambient temperature, prescribed in accordance with the
ical model; (b) computational domain.
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experiment data when cold inflow occurs [6]. As seen in Fig. 3, both
the k-� realizable model and RNG k-�model are able to capture the
cold air inflow phenomenon while the Reynolds stress model can-
not. A further comparison of the k-� realizable model and RNG k-�
model with the experiment data are conducted in the next section,
concluding the k-� realizable model, instead of the RNG k-�model,
is the suitable choice in our cases. Besides, the k-� realizable model
owes the best convergence performance among these models.
Hence, it is finally selected in this work.

A comparison study among the discretization schemes for con-
vection terms is carried out. As indicated by [41,42], the difference
between the second-order scheme and higher order schemes for
convection terms is negligible for low swirl intensities while it
becomes large when swirl intensity increases and quite significant
with highly swirling flows. Since the swirl intensity in this study
cannot be quantified like the conventional swirling inlet flows, a
comparison among the schemes is necessary. Fig. 4 shows the
comparison among the schemes including the first-order upwind,
second-order upwind, QUICK, and third-order MUSCL. The tangen-
tial velocity profile, in the case with the largest swirl intensity
(Uh ¼ 4) adopted in this study, at the tower outlet is selected for
the comparison. The radius is normalized by the total radius of
the tower outlet, while the tangential velocity is normalized by
the buoyancy term. As seen, the first-order upwind scheme repre-
sents a major difference from others, while the difference among
the second-order upwind, QUICK, and third-order MUSCL schemes
is quite small. Thus, the second-order upwind scheme is selected
for convection terms in this study.

The enhanced wall treatment (EWT) has been adopted in this
numerical study. When the near-wall mesh is fine enough to
resolve the viscous layer (the first near-wall node placed at
Fig. 3. Temperature contour associated with vectors at steady state: (a)

Fig. 4. Comparison on the swirl velocity profile among case
yþ � 1, which has been applied in this work though it imposes
too large a computational requirement), the EWT is identical to
the conventional two-layer zonal model, which combines the k-�
realizable model at the fully turbulent region with a one-
equation model at the near-wall region. Studies on the comparison
among the two-layer model, low-Reynolds-number models and
wall functions when dealing with the turbulence at the near-wall
region have been conducted by Chen et al. [43] and Rodi [44]. Cases
including strong pressure gradient, surface curvatures, boundary
layers, and separations, etc. were selected. Their conclusions indi-
cated that, both two-layer model and low-Reynolds-number model
show better performance than wall functions, while the two-layer
model outperforms the low-Reynolds-number model from both
numerical and physical viewpoints [43]. Specifically, when dealing
with boundary layers with highly adverse pressure gradients, i.e.
boundary layer separations, the two-layer model has relative mer-
its in comparison with low-Reynolds-number models or wall func-
tions [44]. Since the cold air inflow arises from boundary layer
separation, the enhanced wall treatment with yþ � 1, resulting in
the two-layer model, is selected in the numerical work.

The air thermo-physical properties are taken to be constant
except for the density, as modelled by the Boussinesq approxima-
tion. The ambient temperature and heat exchanger temperature
are 20 �C and 60 �C, respectively. As a preliminary study, the off-
design conditions, including crosswind and outdoor temperature
effects, are not included, but further investigations will be con-
ducted in the later work. The heat transfer coefficient and resis-
tance of the heat exchanger are based on experimental data in [6].

The total heat transfer can be given by:

Qhx ¼ maircp Tair � T0ð Þ ð16Þ
k-� realizable model; (b) RNG k-� model; (c) Reynolds stress model.

s with discretization schemes for the convection terms.
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The time step is specified by the Courant-Friedrichs-Lewy con-
dition as:

Dt ¼ CFLDzmin

uz;avg
ð17Þ

where CFL is Courant-Friedrichs-Lewy number and it equals 5 in
this study in accordance with [45]. Besides, according to our previ-
ous study [6], the average axial velocity through the heat exchanger
at no wind conditions is about 0.7 m/s. Combining with the mini-
mum size of the grid on axial direction Dzmin, the time step is finally
determined as 0.05 s.

The Grid Convergence Index (GCI) [46] is employed for the grid
independency analysis. Four sets of grid (coarse to fine) are
selected with refinement factors higher than 1:3. Three key area-
averaged mean variables collected at the tower outlet, including
the axial velocity, swirl velocity, and temperature, for each GCI test
are compared. It should be mentioned that, in the GCI test, the data
are collected at steady state with the prescribed swirl intensity
(Uh ¼ 4). The GCI can be expressed as:

GCIiþ1;i ¼ Fs

Rf N � 1

f iþ1 � f i
f i

				
				 ð18Þ

where f is the key variable; Fs is the safety factor and it has been
recommended to be 1:25 when three or more meshes are available
[46]; Rf is the refinement factor; N is the order of accuracy and it is
expressed as:

N ¼ ln
1
Rci

� �

ln Rfð Þ ð19Þ

where Rci is the convergence ratio and is written for the ith mesh as:

Rci ¼ f i � f i�1

f iþ1 � f i
ð20Þ

It should be noted all the calculated convergence ratio values
are between 0 and 1, so that monotonic convergences are guaran-
teed. The results are listed in Table 1. As seen, all the GCI values
decrease with the refinement of the mesh. The major differences
are among the axial velocity GCI. The third mesh with 48,375 grids
is finally selected in this work since moving from it to a finer one
with twice as many grids led to less than 2% difference between
the GCI values of the axial velocity.
Table 1
Summary of the GCI calculation for selected variables on different meshes.

Area-averaged mean variables GCI21 (%) GCI32 (%) GCI43 (%)

Axial velocity 6:4 2:6 1:3
Tangential velocity 0:4 0:1 0:02
Temperature 0:1 0:06 0:01

Table 2
Comparison between experimental and numerical results.

Case T0 (�C) Thx (�C) T

1 18:20 41:70 3
2 20:20 38:20 3
3 21:40 44:70 3
4 24:00 41:85 3
5 27:00 44:65 3
4. Model validation

The experimental data pertinent to the Gatton tower, as
reported in [6], are used to validate the numerical model. In the
experiment, 27 temperature sensors were evenly mounted at three
cross-sections, i.e., the top layer (14 m height above the heat
exchanger), middle layer (7 m height above the heat exchanger),
and bottom layer (0.8 m height above the heat exchanger), respec-
tively. The air temperature distribution inside the tower was thus
measured based on the average value during the test time. Here, to
validate our results, we employ the average air temperature on the
bottom layer, Tbl, for 5 different conditions. The heat exchanger
temperature is calculated based on the mean water temperature
in the experiments. The average air temperature on the bottom
layer, Tbl, is shown in Table 2, in which E and N represent the
experimental and numerical data, respectively. The subscript 1
and 2 stand for the k-� realizable model and the RNG k-� model,
respectively. As seen, the numerical results calculated by k-� real-
izable model generally show better agreements with the experi-
mental ones, with the maximum error less than 3%.

5. Results and discussion

Fig. 5(a) indicates another successful comparison of our numer-
ical prediction for the air temperature against the experimental
data collected, in the presence of the cold air inflow, for the Gatton
tower as reported in [6]. The average air temperatures on the top
layer, the middle layer, the bottom layer, as well as the ambient
temperature were measured. Note the cold air inflow incurs under
windless conditions, as presented that wind speed blow 2 m/s in
bl (E)(�C) Tbl (N1 j N2) (�C) Error 1 j 2
3:00 33:45 j 32:68 1:4% j 1:0%
2:20 31:98 j 31:35 0:7% j 2:6%
6:70 36:07 j 35:71 1:7% j 2:7%
6:60 36:10 j 35:85 1:4% j 2:0%
8:80 37:90 j 36:97 2:3% j 4:7%

Fig. 5. Cold air inflow observed in experiments: (a) temperature change and several
numerical data; (b) crosswind speed change.
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Fig. 5(b). One also notes that, the cold inflow effect would be
insignificant with the increase of the crosswind [6]. Subsequent
numerical studies on Gatton tower also indicate that the cold air
inflow will be negligible when the crosswind speed exceeds 2 m/
s [47,48]. However, as experimental data show, the cold air inflow
incurs on windless conditions, leading to obvious rises on the
water outlet temperature which consequently reduces the cooling
performance of the tower. Thus, it is necessary to investigate and
prevent this phenomenon.

5.1. Cold air inflow formation

Fig. 6 shows the time-dependent heat rejection rate. As
observed, the tower experiences four stages after starting. The first
one is the start-up process, during which the heat exchanger starts
from natural convection to forced convection, as indicated in [37].
After then a short period of pseudo-steady state is found, which is
supposed to be the steady state when there is no cold air inflow.
The third stage is in the period of the cold air inflow penetration.
At this stage, a 33% decrease in the heat rejection rate occurs
within 150 s, which is significant. The final stage is the steady state
with a significant cold inflow.

For a more comprehensive understanding of the problem, tem-
perature contours overlayed with the velocity vectors at selected
time steps are demonstrated. Fig. 7(a) is for an early time step
(t ¼ 130 s) while Fig. 7(b) marks the beginning of the cold air
inflow (t ¼ 190 s), and Fig. 7(c) relates to (t ¼ 340 s) when the cold
air inflow reaches its maximum depth. Fig. 7(a) clearly illustrates
two vortices formed inside the tower adjacent to the wall. The
lower vortex is behind the solid ring, while the upper one is right
above the tower throat. The ambient air enters the tower due to
buoyancy as it crosses the heat exchanger, right above the plane
on top of the heat exchanger, the flow experiences an expansion
loss caused by the increases in the flow area. The flow area is
obstructed by the heat exchangers and the solid ring. The latter
Fig. 6. The heat rejection rate as a function of time.

Fig. 7. Temperature contour and velocity vector
is impermeable hence there is a local pressure difference over that
cross section causing a recirculation zone in that area. This is how
the lower vortex is formed, while the upper one is generated by the
accumulation of negative vorticity due to the sufficient axial
adverse pressure gradient as a result of the divergent shape above
the tower throat. Both vortices oppose the draft. Meanwhile, the
draft is accelerated by the buoyancy effect after it exits the tower,
leading to a continuously narrowing effect of the hot plume. This
narrowing effect is especially obvious in short NDDCTs at which
the updraft velocity is low. Here the radial temperature gradient
is so large that some of the cold air even mixes with the hot air
before the draft leaves the tower exit. At the second selected time
step, Fig. 7(b), as the flow develops inside the tower, the upper vor-
tex becomes stronger, and thereby the vorticity adjacent to the
wall cannot diffuse fast enough into the main flow region. Instead,
the cold air mixing with the hot plume near the tower tip is
induced and merged with the growing vortex. This is when the
cold air starts penetrating into the tower and influencing the tem-
perature distribution inside the tower. Subsequently, the reversed
flow reaches the lower vortex to merge and form a larger down-
ward flow motion, and the cold inflow penetrates straight to the
solid ring and heat exchanger of the tower. The third selected time
step when the cold inflow completely intrudes into the tower is
shown in Fig. 7(c). Here, the temperature distribution inside the
tower is drastically changed, and the heat rejection rate through
the heat exchanger is significantly reduced.

5.2. Cold inflow process in the presence of swirl

The axisymmetric swirl is created by adding tangential momen-
tums in the source zone; see Fig. 2. The effect of input swirl inten-
sity of the source zone on the unsteady NDDCT performance is
analysed first with a fixed aspect ratio of the source zone
Ar/ ¼ 0:07
� �

. The comparison among input swirl intensities
Uh ¼ 1; 2; 3; 4ð Þ is shown in Fig. 8. In general, the input swirl
s: (a) t ¼ 130 s; (b) t ¼ 190 s; (c) t ¼ 340 s.

Fig. 8. The heat rejection rate as a function of time with different input swirl
intensities.
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apparently improves the heat rejection rate of the tower by reduc-
ing the cold inflow effects in all cases. In addition, oscillations are
also observed after swirl is introduced, and specifically, the more
intensive the swirl, the lower the amplitude. Another interesting
observation is that, the heat rejection rate reaches its peak earlier
as swirl intensity increases, indicating that swirl also have favour-
able effects on the start-up process. This influence generally occurs
after 50 s, before which an overlap is observed, implying the
adopted swirl barely influences the free convection stage during
the start-up process.

The temperature contours overlayed with the velocity vectors
when the heat rejection rate reaches minimum values due to the
cold air inflow penetration at selected cases are also demonstrated
in Fig. 9. As presented, the maximum cold air inflow penetration
depth reduces as swirl intensity increases. In addition, results,
pertinent to Fig. 8, also show that the heat rejection rates start
oscillating after the cold air inflow penetrates with cases
(Uh ¼ 1:0; Uh ¼ 2:0). This is because, after the cold air intrudes,
the hot air velocity through the tower decreases, resulting in an
increase in the air temperature of the main flow due to the fixed
heat exchanger temperature. This increased main flow tempera-
ture will also enhance the buoyancy effect, which pushes back
against the cold air inflow. During this process, the hot air velocity,
in turn, increases while the temperature decreases, and when it is
not capable of pushing the cold air inflow, the cold air intrudes
back again and thus the oscillation appears. However, in the
absence of swirl, the cold air inflow penetrates straight to the solid
ring, and then the hot air, although its temperature increases as
presented in the temperature contour in Fig. 7(c), cannot push
the cold air inflow back anymore.
Fig. 9. Temperature contour and velocity vectors at the lowest

Fig. 10. Temperature contour and velocity vectors before the cold infl
As mentioned previously, the swirl can prevent the reversed
flow from penetrating straight to the solid ring. To understand that,
the temperature contours overlayed with the axial velocity vectors
for the cases with different swirl intensities before cold inflow
incurs are illustrated in Fig. 10. It is observed that the lower vortex
is almost eliminated but another boundary layer separation fol-
lowed by reattachment is adjacent to the tower wall above the
solid ring in the case with Uh ¼ 1:0. This separation also disappears
whenUh reaches 2:0. As a result of the reduced or eliminated lower
vortex, the larger downward motion caused by the mergence
between the cold air inflow and the lower vortex is not formed
anymore. Hence, the cold air inflow does not penetrate straight
to the solid ring, and oscillation appears as demonstrated before.
Additionally, the more intensive the swirl the smaller the upper
vortex to a point that the upper vortex disappears when Uh reaches
3:0, as shown in Fig. 10(c). The disappearance of the upper vortex is
also correlated to a negligible cold air inflow as seen in Fig. 8.

As discussed above, swirl can reduce the adjacent-wall vortices
caused by the specific structure of the tower, but this might not be
the whole reason for swirl decreasing the cold air inflow effect,
since the cold air inflow phenomenon was also found in buoyant
duct in cylinder shape where the adjacent-wall vortices are absent
[8]. However, it is doubtless that the vortices adjacent to the wall
tend to intensify the cold air inflow effect since the downward flow
motion becomes larger once the penetrated cold air merges with
the vortices. In addition to the vortices reduced by swirling
motions, the boundary layer thickness is also decreased by intro-
ducing swirl due to the radial pressure gradient changed by the
centrifugal effect, as indicated in the theoretical study [27,28]. It
was also mentioned that the cold air inflow effect is reduced by
heat rejection rate: (a) Uh ¼ 1:0; (b) Uh ¼ 2:0; (c) Uh ¼ 3:0.

ow penetrates t ¼ 130 sð Þ: (a) Uh ¼ 1:0; (b) Uh ¼ 2:0; (c) Uh ¼ 3:0.
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thinning the boundary layer thickness [16]. This is reasonable since
the cold air inflow is initially formed by the negative buoyancy
caused by the density difference between the cold air in the
periphery of the tower tip and the hot air inside the tower; see
Fig. 7(b). Once the boundary layer thickness is reduced, the nar-
rowing effect on the hot plume above the tower exit can also be
alleviated, resulting in a decreased negative buoyancy and such
that the cold air inflow effect is reduced. Hence, uþ as a function
of yþ, at different swirl input intensities associated with the law
of wall is illustrated in Fig. 11. It should be noted that these profiles
are selected at the middle layer where the vortices adjacent to the
wall are absent, and the time step before the cold air inflow pene-
trates (t ¼ 130 s) such that the axial velocity profiles can be
observed without perturbations. As seen, more intensive the swirl
is, quicker the axial velocity profile flattens out away from the wall.
Consequently, the local axial velocity near the wall tends to
decrease, which also results in an increase in the local axial veloc-
ity away from the wall because of the continuity.

We now move on to consider the effects of the aspect ratio of
the source zone. Considering practical limitation for the swirl gen-
erator inside the tower, the numerical value of the aspect ratio is
restricted to 0:35 in this study. Thus, several aspect ratios of the
source zone Ar/ ¼ 0:07; 0:14; 0:21; 0:28; 0:35

� �
are compared in

this section, while the dimensionless input swirl intensity value
remains 1, respectively. As shown in Fig. 12, with the increase of
the aspect ratio of the source zone, the cold inflow is also delayed
and reduced, indicating that the cold air inflow is also influenced
by the ‘‘volume” of the source zone. One might argue that, as the
height of the source zone increases, the mixing losses are more
severe hence the swirl intensity decreases resulting in a
higher average swirl intensity adjacent to the tower wall, which
causes the delay and reduction of the cold air inflow as mentioned
before.
Fig. 11. The dimensionless axial velocity profile before the cold inflow penetrates
(t ¼ 130 s) at different input swirl intensities.

Fig. 12. The heat transfer rate as a function of time at different aspect ratios of the
source zone Uh ¼ 1:0ð Þ.
5.3. Energy consumption estimation of the input swirl

We have investigated the use of swirl to avoid the cold air
inflow. Hence, it is necessary to estimate the energy consumption
of the swirl source for practical applications. The ideal energy con-
sumption for the source can be calculated by:

Q/ ¼
Z
V
/huhdV ¼ 2pH//h

Z R2

R1

uhdr ð21Þ

The input values of the tangential source terms /h corresponding to
the selected dimensionless swirl intensities Uh ¼ 1; 2; 3ð Þ are
1:62 N=m3;3:24 N=m3;4:86 N=m3, respectively. The corresponding
tangential velocities cannot be known in advance, so they are col-
lected after the tower reaches its steady state. Then the power con-
sumption can be calculated from Eq. (21). Fig. 13 presents the heat
rejection rate associated with the energy consumption rate for sev-
eral cases. As presented, the heat rejection rate improved by swirl is
four orders of magnitudes higher than the energy consumption to
generate swirl. Even with a very low power conversion efficiency,
the gain in the tower heat rejection rate is much higher than the
required energy to generate the swirl.

For the industrial application, it is necessary to totally eliminate
the cold air incursion rather than just delaying or reducing it. As
discussed before, both the input swirl intensity and the aspect ratio
Fig. 13. The heat rejection rate associated with energy consumption as functions of
the dimensionless input swirl intensity Ar/ ¼ 0:07

� �
.

Table 3
Critical input swirl intensities of source zones with different aspect ratios and their
energy consumptions.

Ar/ Uh Q/ Wð Þ
0:07 3:1 12:0
0:14 2:3 11:7
0:21 1:1 9:8
0:28 0:9 10:7
0:35 0:8 11:3

Fig. 14. The heat rejection rate as a function of the time at different input vertical
source intensities Ar/ ¼ 0:07

� �
.



Fig. 15. Temperature contour and velocity vectors before the cold inflow penetrates t ¼ 130 sð Þ: (a) Uz ¼ 10; (b) Uz ¼ 30; (c) Uz ¼ 50.
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influence the cold inflow process. For each case with a fixed aspect
ratio, there exists a critical input swirl intensity at which the cold
air inflow effect can be reduced to the minimum. These critical
input swirl intensities and the associated energy consumptions
are illustrated in Table 3. As seen, the energy consumptions are
� O 10 Wð Þ. The energy consumption can then be minimized
though the difference is negligibly small.
5.4. Comparison with vertical source terms

It could be argued that perhaps the cold inflow can be con-
trolled by adding vertical momentum instead of tangential
momentum in the source zone. Hence, in the source zone, the ver-
tical source term is added in the axial momentum (Eq. (6)), and the
dimensionless vertical source intensity is defined in the similar
way with Eq. (12) by replacing the tangential source term with
the vertical one. Then the time-dependent heat rejection rate with
different vertical source intensities is also investigated. It is
however found that the axial momentum is much harder to be
transferred from the external force, since the resistance is consid-
erably higher in the axial direction than in the tangential direction.
It is observed from Fig. 14, the vertical source can barely reduce the
cold inflow despite the numerical values for the vertical intensities
are one order of magnitude higher than those of tangential cases.
In addition, a more intensive vertical source leads to an earlier cold
inflow penetration but a lower amplitude in the heat rejection rate
change.

The temperature contours overlayed with velocity vectors
selected at 130 s with different vertical source intensities are
shown in Fig. 15. As seen, the lower vortex caused by the expan-
sion effect is highly reduced by the vertical source, while the upper
one grows larger as vertical intensity increases. This is reasonable
since the axial direction is not parallel to the direction along the
wall, and specifically, with the divergent shape above the tower
throat, increasing the axial velocity near the wall certainly results
in an earlier boundary layer separation. Consequently, the earlier
boundary layer separation and the correlated larger vortex induce
the cold air inflow near the tower tip earlier with the increase in
the vertical source intensity.

Hence, addition of swirl is investigated as an alternative
approach which has proved beneficial. The energy consumption
to generate swirl is also compared with the extra gain through
the increased heat rejection rate. A comparison between tangential
and vertical swirl was also made clearly indicating the superiority
of the former. As for practical methods to create those source
terms, we recommend installing a radial fan with many blades,
which have the same size as the cross-section size of the source
zone, for the tangential source, while arranging lots of axial fans
uniformly above the solid ring for the vertical source.

6. Conclusions

In this study, a 2-D axisymmetric model for a short
NDDCT is established and numerical investigation of the cold air
inflow phenomenon is carried out. Major conclusions are listed
below:

� It is found that the cold air inflow forms after a short period of
pseudo-steady state after the start-up process and significantly
decreases the heat rejection rate of the NDDCT.

� Vortices, adjacent to the wall, caused by the specific tower
structure tend to intensify the cold air inflow effect, but they
can be reduced by introducing swirling motions from a source
zone mounted on the solid ring around the heat exchanger.
Thus, the cold air inflow effect is alleviated.

� Swirl is able to reduce the boundary layer thickness, which was
indicated to be capable of decreasing the cold air inflow effect
[8]. This further explains why introducing swirl inside the
tower, especially near the wall, has beneficial effect on reducing
the cold air inflow influence.

� The energy consumption by the swirl source is much lower in
comparison with the tower performance the swirl increases,
indicating a reasonable industrial applicability.

� Finally, compared with the vertical source intensity, tangential
source is more efficient in transferring momentum since there
is less resistance along the tangential direction than in the ver-
tical direction, proving that it is more applicable to reduce the
cold air inflow by inputting swirl instead of vertical source in
the short NDDCT.
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