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A B S T R A C T   

Swirling motions have been proven to improve the thermal performance of short natural draft dry cooling towers 
by reducing the cold air inflow and increasing the draft speed. However, crosswind influences on the favourable 
swirl effects have not been investigated. To fill this gap, 3-Dimensional simulations of a short natural draft dry 
cooling tower are carried out. Three different locations of the swirl generator, with solid body rotation, are 
compared under windless and crosswind conditions. The results show that, with no wind present, introducing 
swirling motions right above the heat exchangers is found to be the optimal location for improving around 40% 
of the reduced thermal performance, which is casued by cold air inflow penetration. On the other hand, as the 
swirl intensity further increases after the cold air inflow is eliminated, locating it at the tower outlet performs the 
best on the air draft speed enhancement, and thus further increases approximately 17% of the heat transfer rate 
at the angular frequency input of 2 s− 1. In the presence of crosswind and windbreak walls, air flows through the 
heat exchangers and tower non-uniformly. By mounting the swirl generator right above the heat exchangers, the 
uniform index of the heat flux can be improved by 5% with 1 s− 1 angular frequency input. More importantly, 
inducing swirls at the tower outlet is still the optimal choice for increasing the air draft speed through the tower. 
With 2 s− 1 angular frequency input, the thermal performance of the tower can be enhanced by 11̃17% in 
accordance with the crosswind speed.   

1. Introduction 

Small scale power generation systems, i.e. in the sub-10 MWe range, 
are vital to mining sites and remote communities in Australia [1]. As a 
result, all the components including cooling towers need to be scaled 
down. Under such conditions, a 20-m-height natural draft dry cooling 
tower (NDDCT) has been designed and built in the Gatton campus at the 
University of Queensland. Experimental measurements have illustrated 
two major differences between short NDDCTs and the tall (over 100 m) 
counterparts: cold air inflow under windless conditions, and the tower 
response to crosswind [2,3]. For buoyant duct flows with extremely low 
Froude number Fr, i.e. low flow speed with high fluid temperature dif
ference, a contraction effect on the plume occurs right after the hot flow 
leaves the duct. This is also known as the plume neck, as fundamentally 
explained by Hunt and Kaye [4]. For short NDDCTs or those with high 
flow resistance in the tower with extremely low Fr value, a plume neck 
forms above the tower near the cross-section circular edge, in the vi
cinity of which the cold ambient air mixes with the hot plume while the 

axial velocity is quite low due to the boundary layer effect. Thus, the 
mixed air is not entrained by the plume, but instead penetrates into the 
tower. This phenomenon has been observed in our full-scale tower ex
periments conducted under windless conditions and led to a non- 
negligible deteriorating effect on the thermal performance of the 
tower [3]. Subsequent studies have reported the transient characteristics 
of the cold air inflow penetration and its reduction by introducing 
swirling motions inside the tower [5,6]. 

For large scale NDDCTs, continuously declining trends on the ther
mal performance are generally observed with the increment of cross
wind speeds, as reported in [7,8]. To mitigate the deteriorating wind 
effects, windbreak walls or deflectors are mainly adopted since they 
have been proven to be the most effective way for engineering purposes 
[3]. By carrying out both experimental and numerical investigations on 
a 160-m-height NDDCT, du Preez and Kröger [9] concluded that the 
optimal height of the walls is approximately one third of the inlet height 
of the tower. Zhai and Fu [10] numerically investigated windbreak walls 
with different widths for two 125-m-tall NDDCTs. The results indicated 
that, placing the walls at lateral sides of towers recovers the cooling 
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efficiency around 50%, and the optimal range of the width is from 10 to 
20 m for the towers. Goodarzi and Keimanesh [11] numerically 
compared radiator-type windbreak walls with solid ones for a 103-m- 
height NDDCT, and pointed out the superiority of the former one, 
especially at the crosswind speed of 3 m/s. Chen et al. [12,13] proposed 
windbreak walls with 10 inside and 2 outside of a 170-m-tall NDDCT. 
The numerical results showed that the overall thermal performance of 
the cooling system can be improved by the combined configuration, 
though a slight decrement in the heat rejection rate of frontal sectors was 
observed. Wu et al. [14] adopted windbreak walls with arc curvature, or 
deflectors, outside the vertical heat exchangers of a 150-m-tall NDDCT 
by means of numerical simulations, pointing out that, with the cross
wind speed of 20 m/s, a 50% enhancement on the total air mass flow 
rate can be achieved by doing so. Ma et al. [15] employed windbreak 
walls with different setting angles outside a 173-m-height NDDCT. 
Those authors numerically found that the optimized setting angle for 
each windbreak wall is the air inflow deviation angle of the corre
sponding cooling delta’s inlet when the wind speed varies from 0 to 
8 m/s; while it is exactly in the radial direction at crosswind speed larger 
than 10 m/s. By dividing each windbreak wall into 3 rotatable columns, 
their following study proposed a rotational concept of the walls to 
optimize the effect, and the results indicated that, at the wind speed of 
8 m/s, the improvement on the thermos-flow performance can be 
further increased by around 2.5% in comparison with the radially ar
ranged windbreak walls [16]. Additionally, they indicated that the 
cooling capacity of the tower can be enhanced by 15.6% to the 
maximum as the apex angle of the delta-type radiators increases from 
48◦ to 60◦ [17].It is found that, whatever the heat exchangers are 
vertically or horizontally arranged, the main purpose of the windbreak 
walls is to guide the wind direction normal to the frontal surface of heat 
exchangers, and thus improving augmenting the heat transfer from the 
heat exchangers. 

Different from the continuously decreasing trends on the thermal 
performance of large scale NDDCTs (over 100 m height) caused by 
crosswind as mentioned above, Lu [2] experimentally found that, as the 

crosswind speed increases, the thermal performance decreases first and 
then increases for a small scale NDDCT. This interesting behaviour was 
explained by the much lower air draft speed in short NDDCTs compared 
with that in large counterparts, so the forced convection caused by the 
crosswind, instead of the natural one by buoyancy, is more likely to 
dominate the heat transfer mechanism inside the tower. He also pro
posed tri-blade-like windbreak walls underneath the horizontally ar
ranged heat exchangers to investigate how they influence the crosswind 
effects, and demonstrated that the adverse part of the crosswind influ
ence on the thermal performance can even be turned into positive. In 
addition, the optimal angle of wind attack of the walls was found to be 
0 ◦ under the crosswind ranged from 0 to 20 m/s. 

To augment heat transfer in a cooling tower, swirl generation was 
proposed in [18], in the absence of crosswind, to enhance the air mass 
flow rate and thus increase the thermal performance. Eight air ejectors 
were embedded on the inner tower wall with specific angles to generate 
swirling momentum. The results indicate that, swirling motions signif
icantly enhance the thermal performance of the tower by increasing the 
air draft speed. Interestingly, even by arranging the air ejectors to create 
only tangential momentums one can accelerate the axial velocity 
through the tower. A subsequent study by Dai et al. [19] fundamentally 
explained it from the area-weighted mean gauge pressure reduction at 
the tower outlet caused by tangential momentums. It was shown that 
while the mean gauge pressure difference between the tower outlet and 
the heat exchanger elevations remains the same, the radial pressure 
profiles are changed. Hence, the mean gauge pressure at the heat 
exchanger is consequently decreased, leading to an enhanced air draft. 
Those authors also pointed out that the enhancement is influenced by 
cold air inflow under windless condition and side effects by extremely 
strong swirl intensities, including vortices formed adjacent to the inner 
tower wall and vortex breakdown above the tower. However, the 
crosswind effect, which is prevailing for short towers, has not been 
investigated for a tower with induced swirl. In the absence of crosswind, 
a swirling buoyant flow from NDDCTs can be divided into confined swirl 
(vortical flow inside the tower) and free swirl (vortical flow above the 

Nomenclature 

Δn thickness of the porous zone, m 
A area, m2 

cp specific heat capacity, J/(kg⋅K)
f key variables 
Fr Froude number 
Fs safty factor 
g acceleration of gravity, m/s2 

Gb turbulent kinetic energy due to buoyancy, m2/s2 

Gk turbulent kinetic energy due to mean velocity gradient, 
m2/s2 

H clearance height of the tower, m 
h heat transfer coefficient, W/

(
m2⋅K

)

K resistance coefficient 
k turbulent kinetic energy, m2/s2 

N order of accuracy 
Nu Nusselt number 
p pressure, Pa 
Pr Prandtl number 
Q heat transfer rate, W 
q heat flux, W/m2 

r radius, m 
Rc convergence ratio 
Re Reynolds number 
Rf refinement factor 

T temperature, K 
t time, s 
u velocity, m/s 
z elevation, m 
β thermal expansion coefficient, 1/K 
∊ turbulent dissipation rate, m2/s3 

γ uniformity index 
Γϕ diffusion coefficient, kg/(m⋅s)
μ dynamic viscosity, kg/(m⋅s)
ω angular velocity, 1/s 
ϕ scalar variable 
ρ density, kg/m3 

σ turbulent Prandtl number 
0 inlet 
∞ ambient 
ad air downstream 
a air side 
bl bottom layer 
cw crosswind 
e effective 
hx heat exchangers 
ref reference 
sf superficial 
t turbulent 
r, θ, z radial, tangential, axial direction  
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tower). However, the free swirl can be highly affected in the presence of 
crosswind. Studies on the confined swirl, usually in tubes or pipes, were 
mainly concerned with the swirl decay [20–22], boundary layer in
fluences [23,24] and vortex breakdown [25,26], while investigations of 
the free ones in the presence of crosswind can only be found in literature 
related to tornadoes and fire whirl as well as tilted vortex tubes [27,28]. 

The aforementioned literatures regarding swirl effects on the thermal 
performance of NDDCTs have not included how they perform in the 
presence of crosswind. Hence, this study is conducted to fill the gap, by 
means of numerical simulations. As part of the investigations on a small 
scale NDDCT (20 m height) with horizontally arranged heat exchangers, 
the tri-blade-like windbreak walls with the optimal angle of wind attack 
(0 ◦) [2] are adopted underneath the heat exchangers against the 
crosswind effects. With horizontal heat exchangers, it is advisable to 
induce swirl in the tower downstream the heat exchanger as otherwise 
the swirling motions can be destroyed as the air crosses the compact 
finned heat exchanger. With strong wind, the air is pushed inside the 
tower and interacts with the swirl-enhanced draft. 

2. Numerical method 

The k-∊ realizable model can successfully predict flows involving 
swirl, boundary layers with strong adverse pressure gradients, separa
tions, and recirculation, as indicated in [29]. It has also been proven to 
be appropriate for both crosswind effects on NDDCTs [7,30] and swirl 
[31] simulations. 

2.1. Governing equations and solver 

Air is modelled as an incompressible fluid with the Boussinesq’s 
approximation to model the buoyancy term in the z-component of the 
momentum equation. Turbulence is modelled using the k-∊ realizable 
model. The general form of the governing equations can be expressed as 

∂ρϕ
∂t

+∇⋅(ρ u→ϕ − Γϕ∇ϕ) = Sϕ (1)  

where the generalized scalar quantity ϕ, diffusion coefficient Γϕ and 
source term Sϕ are defined in Table 1. 

Simulations are performed using the commercially available CFD 
software package ANSYS 19.0. The SIMPLE algorithm is used for the 
pressure–velocity coupling. QUICK scheme is applied for the mo
mentum, swirl velocity, turbulence kinetic energy, and turbulence 
dissipation rate with under-relaxation factors. Convergence criteria, the 

relative difference between the successive numerical value of the 
dependent variables, are set as 10− 5, except for the axial velocity and 
continuity where 10− 6 is set. Further, the transient solver is adopted to 
solve the conservation equations in a time-dependent manner, and then 
the steady-state solutions have been compared with the time-averaged 
transient counterparts, indicating that the difference is negligibly 
small. The governing equations are discretised by a second order im
plicit scheme for the spatial terms and transient formulation. The time 
step is determined as 

Δt =
CFLΔx

uref
(2)  

where the Courant-Fredrichs-Lewy number, CFL, is set to be 5 in 
accordance with [32]; the minimum mesh size Δx is 0.0008 m; the 
reference velocity uref is 0.8 m/s [33]. Hence, the time step is prescribed 
as 0.005 s. 

2.2. Computational domain and boundary conditions 

CFD simulations are conducted on a computational domain which is 
large enough to eliminate the edge effects, as shown in Fig. 1. The tower 
dimension corresponds to the size of the short NDDCT [3] while the 
shape remains cylindrical. The tri-blade-like windbreak walls with the 
optimal angle of wind attack 0◦ are introduced to guide the crosswind 
since they have been proven to improve the cooling performance of a 
short NDDCT with increased crosswind velocity [2]. Three swirl source 
zones with the same thickness (0.1 m) located inside the tower at 
different elevations are investigated. These elevations, as shown in 
Fig. 1, are right above the heat exchangers (zone 1); tower middle layer 
(zone 2); and tower outlet (zone 3). 

Note that an unrealistic expansion effect might occur on the flow 
after it passes through the heat exchangers in CFD simulation, which is 
provoked by the radiator model with resistance coefficients [34]. Hence, 
a porous zone is adopted to simulate the heat exchangers resistance, and 
a radiator model with heat transfer coefficients and a constant temper
ature is applied on its top-surface, to avoid the numerical errors. The 
thickness of the porous zone is the same as that of the heat exchanger 
bundles in Gatton tower as 0.3 m. The inlet height is from ground to the 
up-surface of the porous zone. The porous model is achieved by adding 
momentum source terms of ith (x, y or z) direction to the standard fluid 
flow equations. The source term contains viscous and inertial losses as 
follow 

Si = −

(

C1μui + C2
1
2

ρ
⃒
⃒
⃒
⃒u
⃒
⃒
⃒
⃒ui

)

(3)  

where the inverse of permeability C1 and inertial resistance factor C2 are 
both determined by the friction factor of heat exchangers and the porous 
zone thickness Δn [3]. 

In the swirl source zones, the tangential velocity profile we pre
scribed is implemented by adding a source term in the tangential mo
mentum equation. According to the UDF Manual in ANSYS FLUENT 
User’s Guide [35], the added function should compute the source and 
return it to the solver. The solver linearizes source terms in order to 
enhance the stability and convergence of a solution. Hence, it is neces
sary to specify the dependent relationship between the source and so
lution variables, in the user defined function, in the form of derivative of 
the source term only depending on the solution variable. In this study, 
the solution variable is the tangential velocity profile, so the specified 
source term ϕθ is expressed as 

∂ϕθ

∂uθ
= − C(uθ − uθ0) (4)  

where uθ0 is the specified tangential velocity; C is the source coefficient 
with the unit of kg/m4, which will result in the desired units of N/m3 for 

Table 1 
Summary of governing equations.  

Equation ϕ  Γϕ  Sϕ  

Continuity 1 0  0 
x-momentum U μe  −

∂p
∂x

+ ∇⋅
(

μe
∂

∂x
⋅ u→

)

+ Fx  

y-momentum V μe  −
∂p
∂y

+ ∇⋅
(

μe
∂
∂y

⋅ u→
)

+ Fy  

z-momentum W μe  −
∂p
∂z

+ ∇⋅
(

μe
∂
∂z

⋅ u→
)

+ ρ∞gβ(T − T∞) + Fz  

Energy T Ke

cp  

1
cp

(
qAc
Vc

)

Turbulent energy k μe
σk  

Gk + Gb − ρ∊  

Energy dissipation ∊  μe
σ∊  C1∊

∊
k
(Gk + C3∊Gb) − C2∊ρ ∊2

k  

where μe = μ + μt ; μt = Cμρ k2

∊
; Ke = K + Kt ; Kt =

cpμt
Prt 

Gk = μtS2; Gb = gβ
μt
Prt

∂T
∂z

; β =
1

T∞
|p∞ 

C1 = max

⎡

⎢
⎣0.43,

S
k
∊

S
k
∊
+ 5

⎤

⎥
⎦; C1∊ = 1.44; C2∊ = 1.92; C3∊ = tanh

(
V
U

)

σk = 1.0; σ∊ = 1.44; Pr = 0.74; Prt = 0.85; T∞ = 293.15 

Y. Dai et al.                                                                                                                                                                                                                                      



Applied Thermal Engineering 188 (2021) 116628

4

the source ϕθ. Since the desired tangential velocity magnitude is 1 m/s, 
the source coefficient C is set to be 105 kg/m4 so that the tangential 
velocity profile on the source zone up-surface can be guaranteed. An 
example of the desired tangential velocity profile (solid body rotation 
uθ0 = rω) compared to that on the source zone surface is shown in Fig. 2. 
As seen, the deviation is quite slight and thus can be neglected. 

In addition, it has been pointed out that the standard wall function 
cannot predict complex flow including swirling flows due to the linear 
momentum exchange (based on Prandtl’s mixing length assumption) 
[21]. Thus, the two-layer model is adopted to simulate the near wall 
region, which is implemented through the enhanced wall treatment with 
adequately fine mesh adjacent to the wall, i.e. y+ ≈ 1, in ANSYS 
FLUENT. The heat exchanger surface temperature and the ambient 
temperature are set to be 60 ◦C (333.15 K) and 20 ◦C (293.15 K), 
respectively. This further proves the validity of the Buossinesq approx
imation since βΔT ≈ 0.1≪1. Within the temperature difference range 
(40 ◦C) in this study, changes in the thermal conductivity, viscosity, and 
specific heat are negligible. Thus, the air properties are set to be con
stants as shown in Table 2. 

The thermal boundary conditions for all the walls, including the 
ground and tower walls are adiabatic. Under windy conditions, the 
temperature of the velocity inlet boundary condition is set to be the 
same as the ambient one as 20 ◦C . The air side heat transfer coefficient 
correlations pertinent to the heat exchangers used in Gatton tower, can 
be derived from [3] as 

ha = 1.9648u2
sf + 9.9857usf + 2.3285 (5)  

Under windless conditions, the boundary conditions 1 and 2, pertinent 
to BC1 and BC2 in Fig. 1, are both set as pressure inlet, while in the 
presence of crosswind, BC1 and BC2 are set as velocity inlet and pressure 

outlet, respectively. The velocity profile is applied in BC1 as [3,2] 

ucwp

ucw
=

(
z

zref

)0.2

(6)  

where the reference height, zref , is 5 m at which the crosswind speed was 
measured in the Gatton tower experiment [3]. 

At both inlet and outlet boundaries, the temperature and pressure are 
prescribed to be the same as ambient counterparts. Due to the low- 
turbulence level of advection natural wind at the computational 
domain boundaries, the impacts of the turbulence intensity as well as 
viscosity ratio are both negligible, as indicated in [36]. Regarding the 
Gatton tower simulation, it also has been proven that the turbulence is 
mainly caused by the boundary layer development and separation near 
the tower body, while the turbulence at the inlet and outlet boundaries 
of the domain has negligible influences [3,37]. Hence, 0.1% and 0.1 are 
fixed for turbulence intensity and viscosity ratio, respectively. 

2.3. Grid independence analysis 

The Grid Convergence Index (GCI) [38] is employed for the grid 
independence analysis. Five sets of grids (coarse to fine) are selected 
with refinement factors higher than 1.3 (mainly performed inside the 
tower, with the grids adjacent to the outside of the tower), and the 
corresponding grid numbers are 0.58,0.92,1.46,2.42,3.67 million, 
respectively. Three key area-averaged mean variables evaluated at the 
tower outlet, being the axial velocity, tangential velocity, and pressure, 
for each GCI test are compared. It should be mentioned that, in the GCI 
test, the data are collected in the case with a fixed crosswind velocity of 
4 m/s and the swirl source zone located right above the heat exchangers 
(zone 1) with a prescribed angular frequency of ω = 1 s− 1. The GCI can 
be expressed as 

GCIi+1,i =
Fs

Rf N − 1

⃒
⃒
⃒
⃒
fi+1 − fi

fi

⃒
⃒
⃒
⃒ (7)  

where Fs has been recommended to be 1.25 when three or more meshes 
are available [38]; N is expressed as 

Fig. 1. Computational domain and tower dimensions.  

Fig. 2. Comparison between the desired velocity profile and the generated one 
in source zone (ω = 1 s− 1). 

Table 2 
Constant air properties used in the simulations.  

Air property Value 

Density (kg/m3)  1.204  

Specific heat (J/kg⋅K)  1007 
Dynamic viscosity (kg/m⋅s)  1.825× 10− 5  

Thermal conductivity (W/m⋅K)  2.514× 10− 2  

Thermal expansion coefficient (1/K)  3.411× 10− 3   
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N = ln
(

1
Rci

)/

ln(Rf ) (8)  

where Rci is written for the ith mesh as 

Rci =
fi − fi− 1

fi+1 − fi
(9)  

Note that all the calculated convergence ratio values are between 0 and 
1, so a monotonic convergence is guaranteed in each case. 

The results are listed in Table 3. As seen, all the GCI values decrease 
with the refinement of the mesh. The major differences are among the 
pressure GCI values. The fourth mesh with 2.42 million grids is finally 
selected in this study since moving from it to a finer one with 1.5 times as 
many grids leads to the GCI values of the variables to be less than 0.2%. 

The mesh selected in the CFD model is shown in Fig. 3, where the 
thickness of the first cell layer on both sides of the tower wall is 0.8 mm 
to satisfy y+ ≈ 1, and the inflation rate is less than 1.2. The maximum 
cell size inside the tower is 0.2 m, while finer meshes are used at the 
interfaces or regions with sharp gradients for instance the porous zone 
(heat exchangers) and swirl source zones where the cell sizes are less 
than 0.1 m. 

3. CFD model validation 

Previous relevant experimental investigations were basically on pipe 
swirls [20,39,40] or free swirls [41,42]. In addition to the different 
ranges of Reynolds number and Froude number, their source boundary 
conditions were set values for inlet velocity, which is totally different 
from our source boundary condition – a heat exchanger (or radiator 
model). Thus, it might not be acceptable to validate a buoyancy driven 
flow with a velocity driven one. However, in the absence of swirling 
effects, validations can be conducted with experimental data in terms of 
short NDDCTs; i.e. Gatton tower [3], with no windbreak walls installed. 

In the Gatton tower experiment, temperature sensors were evenly 
mounted at four cross-sections, i.e., the top layer (14 m height above the 
heat exchangers), middle layer (7 m height above the heat exchangers), 
bottom layer (0.8 m height above the heat exchangers), and inlet layer 
(0.5 m height below the heat exchangers), respectively; see Fig. 4. In 
addition, each of the heat exchanger bundles was equipped with two 
temperature sensors: inlet and outlet. The wind speed and direction 
were collected by two anemometers nearby the cooling tower at 5 m 
elevation, which is consistent with the reference height in Eq. (6). 

Several time intervals longer than 1000 s, within which the wind 
speeds are relatively stable in each test, are selected for the temperature 
validation, as presented in Fig. 5. Since the wind direction changes with 
time in the experiment, while it is fixed in CFD simulations, the space- 
averaged data are first adopted to eliminate this deviation. The aver
aged heat exchanger temperature is calculated based on inlet and outlet 
temperatures of all the heat exchanger bundles, while the averaged 
bottom layer temperature is prescribed base on data from 9 evenly 
mounted sensors shown in Fig. 4. As seen, all the temperature changes 
within the time intervals are insignificant, indicating that the time- 
averaged counterparts are reliable. 

Then the time-averaged data, including crosswind speed ucw, 
ambient T∞, heat exchanger Thx, and bottom layer temperatures Tbl, for 
each case from Fig. 5 are obtained as listed in Table 4, with E and N 

representing the experimental and numerical results, respectively. As 
seen, the CFD simulation results show good agreements with the 
experimental ones, with the maximum error being less than 3%. 

4. Results and discussion 

The simulations are carried out at the crosswind velocities ranging 
from 0 to 16 m/s with an interval of 4 m/s. Influences of three swirl 
source zone locations, as illustrated in Fig. 1, are investigated. The solid 
body rotation (uθ = rω) is introduced in the swirl source zone, while the 
angular frequency ω varies from 0 to 3 s− 1 with an interval of 0.5 s− 1. 
The convective heat transfer rate Qhx of the radiator is adopted to 
evaluate the thermal performance of the NDDCT as 

Qhx =

∫

A
hhx(Thx − Tad)dA =

∫

A
qhx dA (10)  

4.1. Windless conditions and cold air inflow penetration 

In this subsection, swirling effects are investigated in the absence of 
crosswind. Fig. 6 shows the transient result of the heat transfer rate 
through the tower without swirl inputs. The transient process can be 
divided into three phases: tower start-up process (0̃130 s); cold air 
inflow penetration (130̃190 s); quasi-steady state with cold air inflow 
(after 190 s). Though the heat transfer rate shows a steady solution after 
t = 190 s in this transient result, the flow field, or specifically the loca
tion where cold air penetrates into the tower, differs from time to time, 
as shown in Fig. 7. This is totally different from the streamline pattern in 
our 2-D simulation results [19], because the previous axisymmetric 
assumption does not apply in the 3-D ones, and this strong lack of 
axisymmetric pattern is more practical since the cold air inflow was 
never found to be axisymmetric in buoyant duct flow experiments, as 
indicated in [3,43]. Hence, it is rather a quasi-steady state solution in the 
presence of cold air inflow after 190 s. 

When cold air inflow occurs, the air draft velocity through the tower 
is significantly reduced, and so is the heat transfer rate. A pioneering 
experimental study on buoyant flows in open-topped vessels, has 
pointed out that the cold air penetration depth is inversely proportional 
to the aspect ratio, Froude number and Reynolds number, for cases with 
turbulent boundary layers on a smooth wall. Since the short NDDCT 
adopted in this study features with a low draft capacity and a high heat 
exchangers resistance, resulting in an extremely low Froude number and 
thus provokes cold air inflow penetration. Our previous studies have 
indicated that inducing swirls inside the tower is able to reduce this 
unfavourable effect by means of thinning the boundary layer thickness 
[6] and expand the contraction effect of the so-called lazy plume [19]. 
Hence, swirling motions (ω = 0.5 s− 1) are introduced at different lo
cations inside the tower after the cold air inflow penetration (t = 500 s), 
and the transient results are present in Fig. 8. As seen, the heat transfer 
rate reduced by cold air inflow can be recovered after inducing swirling 
motions, but the transient characteristic varies from each other. Stable 
states (steady or periodic state) can be reached whatever location the 
swirl is introduced. Further, it takes the longest time to reach the stable 
(steady) state with the swirl induced right above the heat exchangers 
(zone 1), but it shows the highest thermal performance among the three 
cases. Periodic patterns are found in cases with swirl input by zone 2 and 
3, and the latter holds the lowest time-averaged mean thermal perfor
mance. In the two cases, the cold air inflow effects are reduced but not 
eliminated as that in the case with swirl zone 1. After the cold air in
trudes, the hot air velocity through the tower decreases, resulting in an 
increase in the air temperature of the main flow due to the fixed heat 
exchanger temperature. This increased main flow temperature also en
hances the buoyancy effect, which is able to push back against the cold 
air inflow, especially when it is reduced by swirling motions. Once it 
happens, the average air draft velocity, in turn, increases while the 
temperature decreases, and when it is not capable of pushing the cold air 

Table 3 
Summary of the GCI calculation for selected variables on different meshes.  

Area-averaged mean 
variables 

GCI21 

(%)  
GCI32 

(%)  
GCI43 

(%)  
GCI54 

(%)  

Axial velocity 9.54  3.42  0.64  0.18  
Tangential velocity 3.39  0.74  0.27  0.1  
Pressure 6.96  3.13  0.46  0.14   
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inflow upwards, the cold air intrudes back again and thus leads to the 
periodic patterns. 

The velocity streamlines in the presence of swirls at t = 1000 s are 
demonstrated in Fig. 9. As observed, the cold air inflow disappears in the 
case with swirl zone 1, while it can be obviously found in the case with 
swirl zone 3. This is due to the solid body rotation induced in the source 
zone, and consequently the highest local pressure occurs close to the 
wall while the lowest counterpart is at the centreline. As a result, a 
sudden pressure change along the axial direction near the wall between 
the downstream and the source zone happens. Meanwhile, the cold air 
inflow penetrates from the tower outlet near the wall, and when the 
source zone is mounted there, the sudden pressure change increases the 
resistance from pushing the cold air inflow upwards. 

By continuously increasing the swirl intensity for all cases at the 
windless condition, it is found steady states can be finally reached. Along 
with the time-averaged mean heat transfer rate results in Figs. 6 and 8, 
the general thermal performance can be yielded in Fig. 10. With the 
tangential velocity increasing, the heat transfer rate enhanced by swirl 
inputs located at the tower outlet (zone 3) gradually exceeds the coun
terparts in cases with swirl zone 1 and 2. The mechanism is illustrated 

with the aid of pressure contours presented in Fig. 11. Our previous 
study [19] has proven that swirling motions cannot influence the cross- 
section area-weighted averaged mean axial pressure gradient inside the 
tower. However, swirl can lower the gauge pressure at the tower outlet, 
which in turn decreases the gauge pressure at the heat exchangers 
elevation, leading to a higher draft speed. The effect increases with the 
swirl intensity, which agrees with observations presented in Fig. 11. In 
addition, when swirl is introduced inside the tower, which is analogous 
to the swirl inside pipes as reported in [20–22], the swirl intensity de
cays due to the boundary layer influence and turbulence dissipation. 
Hence, focusing on reducing the cold air inflow effects, introducing 
swirling motions right above the heat exchangers is found to be the 
optimal location for recovering the thermal performance by around 40% 
with angular frequency input of 1 s− 1, while swirl located at the tower 
outlet performs the best on the air draft speed enhancement, and thus 
further increases approximately 17% of the heat transfer rate with 
angular frequency input of 2 s− 1, after cold air inflow is eliminated. 

Fig. 3. Refined meshes inside and outside of the cooling tower.  

Fig. 4. Test sensors distribution in Gatton tower.  
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4.2. Swirl effects on windy conditions 

In this subsection, swirling effects are investigated in the presence of 
crosswind, with the tri-blade-like windbreak walls. In Fig. 12, the heat 
transfer rate from the tower is plotted against the angular frequency of 
the input swirl at the crosswind speeds of 4,8, 12,16 m/s. Apparently, 
the thermal performance of the tower improves with the swirl angular 

frequency. Among the three swirl input locations, cases of zone 3 
consistently show the best enhancement when ω exceeds 1 s− 1, and 
larger the tangential velocity input, the more significant the superiority. 
Cross-overs are observed when ω varies from 0 to 0.5 s− 1. Cases of zone 2 
are observed to be inferior to the other two locations when ω is over 
0.5 s− 1. With the same high angular frequency, i.e. ω = 2 s− 1, the 
increment on the heat transfer rate is around 17% at the wind speed of 
4 m/s, while it is approximately 11% at that of 16 m/s. The three lines 
under all the wind speeds generally illustrate that the thermal perfor
mance enhancement, or its increasing gradient, increases first and then 
decreases. 

Fig. 13 presents the velocity streamlines passing through the tower at 
the crosswind speed of 4 m/s and 8 m/s with different swirl angular 
frequencies when the swirl zone is located right above the heat ex
changers (swirl zone 1). As seen, the cold air inflow penetration disap
pears in comparison with Fig. 9, which explains that, in the absence of 
swirl (ω = 0 s− 1), the thermal performance in Fig. 12 (a) is by far better 
than those reported in Fig. 10. It has also been reported that the cold air 
inflow becomes negligible when crosswind speed is over 2 m/s in Gatton 
tower [33]. As discussed in [19], a contraction effect occurs on the 
plume released from the tower outlet as a result of significantly low Fr, 
which provokes more cold air mixing with hot air right above the tower 
outlet near the edge, further boosting the cold air penetration. As 
crosswind speed increases, the plume leaving the tower bends further 
leeward, and consequently the cold air inflow penetration disappears 
with the contraction effect. Additionally, to quantify the uniformity of 
the axial velocity inside the tower, the tower body is divided into 15 
cross-sections uniformly with the interval of 1 m. Then the area- 
weighted uniformity index γ, in terms of axial velocity, is calculated 
on each cross-section, so that the volume-averaged uniformity index γ 
can be estimated as 

γ =
1
15

Σ15
j=1γj (11)  

where 

Fig. 5. Data collected from the Gatton tower experiment at different conditions corresponding to the cases in Table 4.  

Table 4 
Comparison between experimental and numerical results.  

Case ucw (m/s)  T∞ (◦C)  Thx (◦C)  Tbl (◦C)(E|N)  Error 

1 2.23  26.82  47.19  39.99|40.56  1.4%  
2 5.56  20.39  44.17  34.65|35.09  1.3%  
3 8.34  16.74  39.77  30.18|30.97  2.6%   

Fig. 6. Transient result of heat transfer rate through the tower (ucw = 0 m/

s; ​ ω = 0 s− 1). 
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γ = 1 −
Σn

i=1

[(⃒
⃒
⃒Xi − X

)
Ai

]

2XΣn
i=1Ai

(12)  

and i is the facet index of the surface with n facets; X is the area-weighted 
mean averaged variable over the surface; j represents the cross-sections. 
As observed in Fig. 13, the velocity streamlines inside the tower with 
swirls are more uniform than that without swirl. This is anticipated as 
the crosswind passing underneath the heat exchangers is guided by the 
tri-blade-like windbreak walls towards the heat exchanger, and specif
ically the crosswind is guided upward in the windward section while 
separations of the air flow is provoked at the tips of windbreak walls in 
the leeward sections. Besides, the crosswind speed is higher at the tower 
outlet elevation than that of the heat exchangers elevation due to the 

velocity profile, which causes the streamlines slightly bending leewards 
even before leaving the tower; see Fig. 13. However, with the swirl 
momentum introduced, the bending streamlines inside the tower are 
influenced by the rotating motion, and thus the axial velocity field be
comes more uniform. 

As a result of non-uniform axial velocity inside the tower, the heat 
transfers through the heat exchangers non-uniformly as well. This is 
clearly observed in Fig. 14, which illustrates the heat flux contours on 
the upper surface of the heat exchangers. As seen, the majority of heat is 
exchanged in the windward section. As mentioned before, the crosswind 
is guided upward in the windward section by the windbreak walls, so the 
upward air velocity there contains both guided crosswind and buoyant 
draft. With the increment of tangential velocity input in swirl zone 1, not 

Fig. 7. Velocity streamlines at the quasi-steady state with cold air inflow penetration at different times (ucw = 0 m/s; ​ ω = 0 s− 1).  

Fig. 8. Transient result of heat transfer rate with different swirl input locations 
after cold air inflow penetration (ucw = 0 m/s; ​ ω = 0.5 s− 1). 

Fig. 9. Velocity streamlines with different swirl input locations at t = 1000 s (ucw = 0 m/s; ​ ω = 0.5 s− 1).  

Fig. 10. Heat transfer rate versus tangential velocity intensity with different 
swirl input locations at no wind condition. 
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only the heat flux becomes more uniform, but also the overall heat 
transfer rate increases. The upward air inside the tower is spun by the 
input tangential momentum, leading to a more uniform flow field, i.e. 
axial velocity and temperature, so does the heat flux. Similar to cases in 
the absence of crosswind, the overall heat transfer rate enhanced by 
swirl is explained by the lower gauge pressure at the tower outlet 
elevation caused by tangential momentum. Consequently the pressure at 
heat exchangers elevation is reduced and the air draft speed is increased. 

Fig. 15 shows the gauge pressure and area-averaged mean tangential 
velocity at the tower outlet with three swirl input locations at ucw =

16 m/s. Among the three locations, the tangential velocity with swirl 
zone 3 presents the highest intensity due to the 0 decay rate while that 
with swirl zone 2 corresponds to a minimum value, and consequently 
the gauge pressures demonstrate the contrary trend; see [19]. This is 
interesting since, intuitively, the decay distance of swirl zone 2 is shorter 
than that of swirl zone 1. 

To understand that, corresponding velocity vectors and streamlines 
are presented in Figs. 16 and 17. As seen in Fig. 16, obvious circulation 
zones are found adjacent to the wall in the case of swirl input at the 
middle layer of the tower (zone 2), while they are found to be much 
smaller in the cases with swirl input right above the heat exchangers 
(zone 1) and tower outlet (zone 3). This is because the tangential ve
locity we introduced is the solid body rotation, leading to the largest 
tangential velocity value occurring near the wall, where the highest 
pressure is consequently observed along the radial direction. When the 

swirl source zone is mounted at the tower middle layer, this radial 
pressure profile will cause a sudden pressure change in the axial direc
tion near the wall. Specifically, the axial velocity near the wall is usually 
very low due to the boundary layer effect, and once the dynamic pres
sure there is not large enough against the sudden pressure change, a 
back flow forms leading to the circulation zones. This prevents the swirl 
effects from unrestrictedly enhancing the thermal performance of the 
tower, and thus it is found that the increasing gradient on the heat 
rejection rate gradually reduces when ω exceeds 1 s− 1 for each case in 
Fig. 12. However, when the swirl generator is located right above the 
heat exchanger, the back flows are unlikely to be created because of the 
high resistance of the porous media upstream, while circulations in the 
case of swirl input at the tower outlet are highly affected by the cross
wind. Hence, when swirl is generated at source zone 2, the axial change 
of tangential momentum is influenced by the highest circulations and 
thus part of the high magnitude swirl flows downwards then upwards. 
Consequently, the swirl intensity of this part of tangential momentum 
decays below source zone 2, and the higher the angular frequency input, 
the larger the swirl intensity decays, pertinent to the velocity stream
lines of cases with swirl zone 2 in Fig. 17, at which the highest magni
tude of velocity inside the tower is below the tower middle layer. This 
explains why the heat transfer rate in cases of swirl zone 2 holds the 
lowest performance with higher swirl intensities in Fig. 12. 

Fig. 11. Pressure contours with swirl input at no wind condition (swirl zone 1).  
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Fig. 12. Heat transfer rate versus tangential velocity intensity with different swirl input locations at different crosswind speeds.  

Fig. 13. Side views of velocity streamlines passing through the tower with swirl input right above the heat exchangers (Swirl zone 1).  
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4.3. Energy efficiency analysis 

To analyse the energy efficiency, the energy consumed and gained by 
swirl inputs needs to be compared. First, the rotation energy consump
tion can be estimated by the product of volume flow rate and total 
pressure change. Though the local static pressure changes depending on 

the tangential velocity profile, the cross-section area-weighted mean 
averaged static pressure difference between the upstream and down
stream of the swirl source zone is negligible, as reported in [19]. Hence, 
the consumed energy can be approximated, with the swirl generator 
efficiency ηϕ, by 

Qϕ =
1
2 ρr2ω2

∫

Auz dA
ηϕ

(13)  

From engineering purposes, a cost-effectiveness analysis requires the 
comparison between this power consumption and the power outcome 
difference caused by swirl. However, the power outcome depends on the 
type of power cycle, system components, efficiency of each component, 
and each input parameter. Thus, the swirl enhanced thermal perfor
mance of the tower is compared with the energy requirement for 
generating the swirling motions. Given that the swirl located at the 
tower outlet generally shows a superiority on the thermal performance 
to other locations on windy conditions, source zone 3 is selected. By 
assuming the source generator efficiency as ηϕ = 80%, the comparison is 
illustrated in Fig. 18, at which the solid lines represent the heat rejection 
rate improvement while the dash lines stand for the energy consump
tions. As expected, increasing the tangential velocity results in the in
crements in both of them. However, the slopes of the increments are 
completely opposite. The decreasing trend in the heat rejection rate 
enhancement is due to the side effects caused by excessively strong swirl 
as mentioned before, while the increasing trend in the energy 

Fig. 14. Heat flux contours at the upper surface of heat exchangers with swirl input right above the heat exchangers (Swirl zone 1).  

Fig. 15. Gauge pressure and area-averaged mean tangential velocity at the 
tower outlet at ucw = 16 m/s. 
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consumption is led by the square of ω in Eq. (13). This further proves 
that one cannot unlimitedly improve the thermal performance of the 
tower by continuously increasing the tangential momentum. In addi
tion, the heat transfer rate improvements generally show an overlap at 
different crosswind speeds. In contrast, with the aid of the windbreak 
walls, the air draft velocity increases with the crosswind speed, which 
further increases the energy consumption in accordance with Eq. (13). 
Within the range of the tangential momentum inputs in this study, the 
largest energy consumption is around 40 kW, while the corresponding 
heat rejection rate improvement caused by the swirl is over 400 kW. 
Though it could be inappropriate to compare heat transfer rate with 
power, it still provides a qualitative analysis on the feasibility of swirl 
enhanced NDDCTs. 

5. Conclusions 

3-D simulations have been carried out to investigate the swirl effects 
on the thermal performance of a short natural draft dry cooling tower 
both in the absence and presence of crosswind. The tri-blade-like 
windbreak walls with the optimized angle of attack 0◦ have been 
installed underneath the heat exchangers to mitigate the crosswind ef
fect. Swirls have been generated by mounting tangential momentum 
source zones with solid body rotations inside the tower at three different 
elevations: right above the heat exchangers (zone 1); middle layer of the 
tower (zone 2); tower outlet (zone 3). The main findings are listed as 
following: 

Fig. 16. Velocity vectors at x-z plane (ucw = 16 m/s, ω = 2 s− 1).  

Fig. 17. Velocity streamlines at ucw = 16 m/s.  
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• On windless conditions, introducing swirling motions right above the 
heat exchangers, at the angular frequency input of 0.5 s− 1, is found to 
be the optimal location for improving around 40% of the reduced 
thermal performance, which is caused by the cold air inflow pene
tration. As the swirl intensity further increases, the cold air inflow 
can be eliminated whichever location the swirl is generated. Addi
tionally, locating tangential momentums at the tower outlet instead 
performs the best on the air draft speed enhancement after the cold 
air inflow is eliminated, and thus further increases approximately 
17% of the heat transfer rate at the angular frequency input of 2 s− 1.  

• In the presence of crosswind and windbreak walls, air flows through 
the heat exchangers and tower non-uniformly. By mounting the swirl 
generator right above the heat exchangers, the uniform index of the 
heat flux can be improved by 5% with 1 s− 1 angular frequency input. 
More importantly, inducing swirls at the tower outlet is still the 
optimal choice for increasing the air draft speed through the tower. 
Depending on the crosswind speed, the heat rejection rate of the 
tower can be enhanced by 11̃17% at the angular frequency input of 
2 s− 1.  

• The energy efficiency analysis indicates that, within the range of the 
tangential momentum inputs in this study, the largest energy con
sumption is around 40 kW, while the corresponding heat rejection 
rate improvement caused by the swirl is over 400 kW. 
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